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ABSTRACT

This paper addresses the methodology and its evaluation for an-
swering cross-lingual essay questions by utilizing linked open data
which assists machine translation. The question answering (QA)
system studied in this paper generates English essays for the world
history subject of the entrance examination of University of Tokyo.
Most answers can be found in the Japanese world history text-
books. However, equivalent content of high quality English trans-
lation of the Japanese world history textbooks are not available.
Therefore, we try to translate those textbooks utilizing linked open
data, and to use source language knowledge resource of which con-
tent is not equivalent with the target knowledge resource.

The evaluation result indicates that the proposed method shows
better performance compared with the baseline method [10] and
the previous research [4]. The result of the proposed system is al-
most equivalent to the well designed Wikipedia based system [8].

The result of this paper concludes that 1) simple neural trans-
lation of knowledge resource does not work for domain specific
cross-lingual question answering, 2) linked open data is effective
to find correct translation for difficult terms in machine translation
process, and 3) adding source language open knowledge resource
would help even if its content is not equivalent with the target
knowledge resources.
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1 INTRODUCTION

Question Answering (QA) research has been done for a long time,
and their successes are widely found in factoid and multiple-choice
questions. However, essay question answering, which is often found
in a real-world situation, is considered to be one of the most diffi-
cult QA tasks, because it is often related to a multi-document sum-
marization task.

It is essential to have knowledge resources to solve essay QA
tasks. Some domains, for example law, patent, business, and so
on are highly dependent on a language or a culture, and effec-
tive knowledge resources disproportionately exist from language
to language. For example, answering English essay question about
Japanese business custom is not an easy task. There are three ways
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to solve this kind of cross-lingual QA; 1) applying machine trans-
lation to question and answer, and solving the QA task in the tar-
get language, 2) translating the target knowledge resources into
the source language by machine, and solving the QA task in the
source language, and 3) solving the QA in the source language us-
ing a large scale open-domain knowledge resource of the source
language, hence it is a mono-lingual QA. The first option is the
simplest way. However, two times machine translations, source
question to target question and source answer to target answer,
may reduce the translation accuracy. The second option can be a
useful approach if the knowledge resources are not very large. The
third option does not contain machine translation. However, since
a large scale open-domain knowledge resource like Wikipedia is
high signal to noise ratio, retrieving correct answer is difficult. This
paper employs the second option, because the knowledge resource
size of the target task is small enough.

The NTCIR-13 QA Lab is a challenge to solve the Japanese uni-
versity entrance examinations (on world history) in English
[3]{14][13] . In the QA Lab, there are three types of questions;
multiple-choice, term (factoid), and essay question. The essay ques-
tions of QA Lab are selected from the past world history examina-
tions of University of Tokyo, Japan. University of Tokyo entrance
examination is considered to be one of the most difficult examina-
tions in Japan, and generally questions are based on the Japanese
high school textbooks.

In the task, there are two types of essays; 1) short/simple essay
and 2) complex/long essay. A short/simple essay question expects
a short answer, which is usually a single sentence (15-60 words).
Many of these questions may contain a factoid question as part of
the answer. A complex/long essay question requires a longer an-
swer, which consists of multiple sentences (225-270 words). It usu-
ally contains a longer introductory paragraph and it also contains
a list of 4-9 keywords that are required to be used in the essay.

In this paper, we focus on the essay question answering for
world history subject in the NTCIR-13 QA Lab-3 in English. We
describe the previous challenges and performance difference be-
tween closed and open knowledge bases (Section 2), the method-
ology to utilize linked open data for the task in English (Section
3), results and discussions of the proposed method (Section 4), and
conclude the paper (Section 5). In the Section 4, the evaluation re-
sult of the proposed system is compared with not only the baseline
but also an another QA system that uses a large scale open domain
knowledge base, which is mentioned as the third option in above.



2 PREVIOUS RESEARCH AND BASELINE

In the NTCIR-12 QA Lab-2 (2016) [1], Phase-1, both English and
Japanese essay tasks were evaluated. The best ROUGE-1 [7] scores

were quite different; the best Japanese system had approx. 0.3 [13][11],

while the English system had 0.0326 [4]. This was only 1/10 of that
of Japanese. One of the reasons for low scores in English can be
a language barrier, because the entrance examination is based on
the Japanese world history high school textbooks and no English
version of them were available.

For the baseline system of this study, we use a multilingual essay
question answering system developed by Sakamoto et al. [10][12].
In the baseline system, the knowledge resources they used are ma-
chine translated texts of five Japanese world history textbooks and
one Japanese world history glossary published from Tokyo Shoseki
and Yamakawa. The translation was attempted in 2015 with Google
translate, in which the statistical translation technique was used.

3 PROPOSED METHOD

As described above, one of the most different things between Japan-
ese and English tasks in NTCIR QA Lab was the availability of the
knowledge resources. Japanese teams could use five Japanese high
school textbooks, while English teams mainly used Wikipedia. In
this section, we propose an essay generating system for cross-lingual
question answering task that utilizes linked open data for machine
translation of the knowledge resource.

3.1 Improving of Machine Translation of
Native Textbooks using Linked Open Data

The proposed method attempts to improve machine translation
quality of Japanese textbooks. We use a linked open data to find
correct translation.

A preliminary study of Japanese exams indicated that the Japan-
ese textbooks cover more than 80% of the questions of Univer-
sity of Tokyo entrance examinations. However, machine translated
textbooks by Google Translate in 2015 lack many important terms
and produce errors. For example, % >8] (Sasanian Empire) was
translated as “sasan morning,” because the Japanese character &
means both “dynasty” and “morning,” and generally uses as “morn-
ing.” The latest neural translation technology might be able to im-
prove translation quality. However, we found that some nouns are
mistranslated in the neural translation as follows (Table 1). Table 1
clearly shows some nouns (especially, compound noun) were mis-
translated by the latest neural transition, and Wikidata.org trans-
lated them perfectly. Therefore, in order to translate difficult but
important terms, we created a bilingual world history term corpus
by utilizing linked open data (LOD).

3.1.1  Bilingual World History Term Corpus. In order to find the
correct English translation in the Wikidata.org and build a bilin-
gual world history term corpus, two strategies were adopted; 1)
exact match or only one, 2) longer match.

The objective of the first strategy is to generate the bilingual
corpus with very high precision and adequate recall. A candidate
Japanese term found in the Japanese world history glossary is firstly
tried exact match in Wikidata.org. If it matches, the translation
word is retrieved. If it does not match exactly, then the word is

searched, and if the number of search results is only one, the trans-
lation word is retrieved. If the number of the search result are
greater than two, the translated results are ambiguous and they
are not utilized.

The second strategy is to avoid mistranslation. This strategy
would help to retrieve compound nouns correctly. Assume that the
following Japanese passage in the glossary:

FF ) A MEEIZ LT

(Also according to the Institutes of the Christian Religion).

Firstly, morphological analysis (MeCab [6]) is applied and tok-
enized text is obtained.

E7|F YA MBI LT

(CONJ | NP | suffix | N | case marker | V | CONJ particle).

Then, the linked open data assists translation. Translation starts
with a noun or proper noun, and ends if the next word is neither a
noun nor some exceptions (suffix or some symbols). At first, & 7z,
which means “also,” is neither a proper noun or a noun, and there-
fore % 7z isignored. & ) X b is a proper noun and the translation
starts. The Wikidata.org has an exact match result of “Christ” The
next word # is a suffix and the translation continues. ¥ Y & bt
# is also found in Wikidata.org and the translation of “Christian-
ity” is retrieved. fi{ % is also a noun and ¥ U A M EH{E is found
in Wikidata.org and its translation of “Institutes of the Christian
Religion” is saved. The next word (Z is a case marker, so the trans-
lation process stops. Finally, the longest translation “Institutes of
the Christian Religion” word is retrieved correctly as the transla-
tion of ¥ U A M.

By using this technique, the bilingual world history translation
corpus was generated. Since the results were large, we could not
examine all the results. However, we sampled the results and found
that most long terms are correct and some short terms were wrong.
We checked all terms of which length is less than 4 characters, and
found only approx. 100 mistranslations in the results. Finally, 6,962
Japanese terms and their English translations were retrieved. In
addition, approx. 2,000 English words were added from the world
history ontology [5].

3.1.2  Translating Japanese World History Textbooks. The Japan-
ese textbooks are translated in two steps; firstly by the bilingual
world history term corpus described 3.1.1 and secondly by com-
mercial translation API (Microsoft Bing Translator). At first, all
terms that match with the bilingual corpus in the whole Japanese
text are replaced into English terms and then a Japanese-English
mixed text is generated. After that, it is translated by commer-
cial neural translation API In this paper, we used Microsoft Bing
Translator since it translated some world history related nouns
better than Google Translate as shown in Table 1. For example,
a Japanese passage:

“EFVAM@EIZELE
is firstly translated into Japanese-English mixed text:

“ ¥ 7z Institute of the Christian Religion 1Z X #ViZ.”

Then, the text is translated by Microsoft Bing Translator into:

“ Also according to the Institute of the Christian region. ”

This is a better translation than Google Translate, “ According
to Christianity requirements.” An example of this process is shown
in the appendix.



Table 1: Translation Examples

Japanese Term Google Translate (2017) Bing Translator Wikidata Correct Translation
FREITR Hayashi Noriro the zexu Lin Zexu Lin Zexu
PoERE Minister of Ginza Minister of the Qin  Imperial Commissioner Imperial Commissioner

¥ U A NEHME  Christianity requirements  Christian elements

Institute of the Christian Institute of the Christian
Religion Religion

3.1.3 Discussion. The proposed method has two strategies, 1)
exact match or only one, and 2) longer match, to build the bilingual
world history term corpus. They might be seem not to be effective
to solve critical issues that may arise in the translation process,
because the "exact match or only one" strategy can be regarded as
avoiding of the ambiguity problem. However, based on our obser-
vations and assumptions of the translation problems of the world
history textbooks, we think that the proposed strategies are effec-
tive even.

Firstly, we found that most of the mistranslating terms in the
Japanese world history textbooks are very difficult and rare nouns.
They are the names of a person, country, dynasty, war, treaty, and
so on. Those terms are often found unambiguous ways. Some wars
or treaties have alias names. However, since we can write down
only one name in the answer in general and alias name is not often
asked, translation to the alias name is not necessary.

Secondly, the combination of the "exact match or only one" and
the second strategy of the "longer match" often helps to solve am-
biguity problems. Let’s look at the example of A A ¥ > # [E %
(in English, Ottoman empire is). By the morphological analysis of
the MeCab, we obtain a chain of morphemes of & A < >/ [E/I1
(NP/N/Particle). The system tries exact match of the first word #
AX v in Wikidata.org. However, it is ambiguous and has no exact
match. Then, because of no exact match, searching in Wikidata.org
is attempted. We have many search results, Ottoman Empire, Os-
man [, Ottoman Dynasty, Ottoman Turkish, and so on. These trans-
lations can be correct if only the word of & A< »/ is given. This
kind of ambiguity can be solved by contexts. However, we have
the another noun of 7 [, which succeeds to the % A< >. The
compound noun of # A ¥ 7 [F gets the exact match of the Ot-
toman Empire. We still have many search results for 4 2 < > #7[E,
if searching in Wikidata.org is attempted. However, exact match
has precedence over searching in our algorithm, and the ambigu-
ity problem does not happen if the exact match is succeeded.

Searching in Wikidata.org makes sense when the term has alias
names, including orthographic variants. As we pointed before, we
have some aliases for word history terms. Especially, Japanese has
Romanization and it often generates many similar aliases. For ex-
ample, “Sasanian Empire” is represented as ¥ ¥ > 8 in the text-
books we used, but, the de-facto translation is considered to be
H—+H — Vi, which uses to macrons (there are many orthographic
variants for foreign originated terms in Japanese Katakana). Hence,
B4 > 1 fails exact match in Wikidata.org because it only checks
the title of the article. However, the articles in Wikidata.org con-
tains alias field and we can find “Sasanian Empire” when we use
the search of ¥ /Hf]. Another example for this problem is U % #*
W AL (Great Irish Famine). Since U % 23\ 1 is a common

Table 2: Comparison between LOD assisted Machine Trans-
lation and Simple Machine Translation

Number of LOD Failure Bing Failure
words trans- and Bing and LOD
lated by LOD  Success Success

Sample 1 33 1 2

Sample 2 40 3 10

Sample 3 22 1 3

Sample 4 21 1 9

Sample 5 42 3 7

noun compound, Google translate mistranslates “Potato famine,”
which is translations of U %23\ % and filf%. However, Wiki-
date.org can find correct translation for not only the de-facto term
of U % H % fL# but also its alias name of 7 1 L7 > N KfEH
(Great Irish Famine). We can say the proposed strategies can han-
dle the translation problem of the orthographic variants or alias
names of the source language (Japanese) correctly.

Another discussion for the proposed method can be words that
are not in the Wikidata.org are not usable (as mentioned in 3.1.1).
We used the language link data of the Wikidata.org which is equiv-
alent with the inter-language link of the Wikipedia articles to find
correct translation. Some articles of the Wikipedia are deep-rooted
in the culture and tradition and few language links can be found,
and some words are clearly not in Wikipedia. However, since the
question answering task in this paper deals with the world his-
tory subject of a university entrance examination, we think that
the coverage of the Wikidata.org is considered to be enough.

We analyzed 5 sample articles of a textbook, which becomes
approx. 250 words in English after translation (the original articles
have about 500 characters in Japanese). We counted the number of
words translated by the bilingual world history term corpus (LOD
assisted machine translation), and checked their translation qual-
ity. Table 2 shows the result. In all five sampled articles, approx-
imately from 20 to 40 words of each article were translated from
Japanese to English using the bilingual world history term corpus.
A few (from 1 to 3) words of each article were found to be mis-
translated. About the half of them could be translated correctly if
the Bing Translator is used directly, but the another words cannot
be translated by both of the corpus (Wikidata) and Bing Translator.
When we directly applied Bing Translator to the sample articles,
we had many mistranslations for the words that were translated
by the bilingual corpus correctly. This result indicates that the pre-
translation by the proposed bilingual world history term corpus is



Extracting
Word Limit

| Keyword Query | |

BoW Query
Generation

Generation

Document IR with |

Document IR with
Keyword Query

BoW Query

| Sentence BExtraction | | Sentence Bxtraction |

v v

| Sentence Ranking | | Sentence Ranking |

Sentence SCoring | gegre & MMR
Sentence Tiling &
Answer Ranking

Figure 1: System Flowchart.

very effective for the machine translation of the textbooks to trans-
late rare nouns correctly. On the other hand, we found some effects
of the pre-translation process. Some sentences can lose coherency,
and the translation quality of some words improves or worsens.
These analyses are future research.

3.2 Additional Domain Specific Open
Knowledge

Since the translation of Japanese textbooks is done by machine
translation, mistranslations are inevitable. Therefore, we add one
public English world history textbook from Boundless.com [2]. While
some public English world history textbooks are available in PDF
format in on-line, the textbook of Boundless.com is a HTML based
and easy to use for natural language processing task.

3.3 System Description

Fig. 1 shows the system flowchart of this method. The system flow
is following.

(1) At first, the question data is given in XML format.

(2) The question data is analyzed by the question analysis mod-
ule, and the maximum answer length is obtained.

(3) The system has a different IR strategies for question type. If
the question has keywords that are required to be used in

the essay, the question is a complex/long essay. Otherwise,
the question is regarded as a short/simple essay.

(4) Query data for IR is generated. For long essays, the key-
words in the question are used. For short essays, the bag of
word (BoW) of the question sentences are adopted.

(5) Using the query, documents (set of passages) are retrieved
from the knowledge resources.

(6) Sentences are ranked by the IR scores.

(7) Sentences scoring module gives a score which indicates the
relevance or entailment for the question to the extracted
sentences.

(8) Scored tiling module generates essays by changing order of
the extracted sentences. The score of an essay candidate is
summation of the sentence scores in the essay.

(9) The top 1 score essay is chosen as the answer.

(10) The answer XML data is generated.

The baseline system uses following scoring method by default:
k
Score = — (1)
m

where kjy, is the number of keywords in the sentence, and m is the
number of words of the sentence. All keywords and words of the
sentence are stemmed. Stop words and punctuations are removed
before calculation.

Eq.1 measures the density of the keywords in a sentence. How-
ever, not always the given keywords and words in the sentence
match exactly. Some words of the answer sentence could be sim-
ilar to the given keywords. Hence, word level similarity between
retrieved or given keywords and an extracted sentence is calcu-
lated as follows:

m

Score = Z max(w; 'kl,lwi ko, ...
~ ogm

wi - kn)

()

where, m is the number of words in the sentence except stop words
and punctuations, n is the number of keywords, w; is the i—th word
vector of the sentence, and kj is the j—th keyword vector. Word em-
bedding is given by GloVe [9]. Using the score, answer candidates
are generated and their scores are also given by just summation of
the sentence score. Finally, the top 1 essay is selected as an answer
and answer XML file is outputted.

4 RESULT AND DISCUSSION

The proposed methods are evaluated using the NTCIR-13 QA Lab-
3 official phase-1 dataset, which contains 5 long/complex and 22
short/simple essay questions and ground truths [3]. In the QA Lab,
evaluation is done by human experts, ROUGE method and Pyra-
mid method [3][13]. In this paper, ROUGE-1 and 2, unigrams and
bigrams to compare the essay to a set of gold-standard essays, are
used for evaluation. Sample questions, gold standards and system
answers are shown in the appendix.

Table 3 shows the ROUGE-1 and ROUGE-2 evaluation results of
the baseline and prosed method for the dataset.

The system A shows the combination of the baseline system
and the baseline knowledge resources (machine translated Japan-
ese textbooks using Google Translate in 2015). The system B shows
the combination of the baseline system and the neural machine



Table 3: End-to-end Evaluation Result of Each System

System f/reil}l:;t;on gﬁrerjt);rnsof Mean Max Median Min Variance ]S)t:\r,lic;?ir:n
(A) Baseline ROUGE-1 27 0.063 0.244 0 0 0.007 0.081
ROUGE-2 27 0.009 0.067 0 0 0.000 0.018
(B) Baseline ROUGE-1 27 0.056 0.260 0 0 0010 0.077
+NMT ROUGE-2 27 0.004 0.054 0 0 0.000 0.011
(C) Baseline ROUGE-1 27 0.081 0.375 0.054 0 0010 0.100
+LNMT ROUGE-2 27 0.011 0.064 0 0 0.000 0.021
(D) Baseline ROUGE-1 27 0.076 0.225 0.063 0 0010 0.075
+LNMT + WS ROUGE-2 27 0.012 0.118 0 0 0001 0.027
(E) Baseline ROUGE-1 27 0.128 0.485 0.105 0 0015 0.122
+LNMT +WS +ET ROUGE-2 27 0.028 0.176 0 0 0.003 0.050
L ROUGE-1 27 0.123 0.320 0.1 0 0.008 0.088
(F) Wikipedia-based  pyycp, 97 0.025 0.167 0 0 0.002 0.042

translated (NMT) textbooks, and it is worse than that of the base-
line system and baseline knowledge resource. One of the reasons of
the difference is the mistranslation of some rare terms, as pointed
out in the section 3. The system C shows the combination of the
baseline system and linked open data (Wikidata) which assisted
neural machine translated textbook (LNMT). When LOD assisted
neural machine translated textbooks are used, the score was im-
proved. Since the ROUGE-1 is based on unigrams to compare to
the gold-standard, correct words in an answer existed is very im-
portant. In addition, the LOD assisted translation can give correct
English entity names. Therefore, system C improved the ROUGE
score effectively.

The system D and E adopt word similarity based sentence scor-
ing (WS). The system D gets almost the same ROUGE-1 and ROUGE-
2 means compared with those of the system C. However, when the
English textbook (ET) is added to the knowledge resource (sys-
tem E), it has the best ROUGE-1 and ROUGE-2 means. It should
be noted that the number of the question is only 27 (5 long essays
and 22 short essays). Since the NTCIR QA Lab uses the real past
entrance examination of University of Tokyo, the provided data
was very small. The performance differences are not statistically
significant when the standard deviations are considered.

System F is the reference system developed for the same task
(NTCIR-13 QA Lab-3) [8] which uses whole English Wikipedia as
the knowledge resource. It employs carefully designed keyword
weighting for document retrieval and sentence extraction to over-
come the high signal to noise ratio of the whole Wikipedia. The
proposed system in this paper has almost equal ROUGE-1 and 2
means to the system F. In addition, even though it should be noted
that the results of the proposed system and the previous research
cannot be simply compared because of the different questions, the
best ROUGE-1 mean of the proposed system is about four times
larger than that of the previous study that also uses Wikipedia
(0.0326 in ROUGE-1 mean) [4].

In summary, the reasons for the better ROUGE-1 and ROUGE-2
means of the proposed method compared with that of the baseline

Table 4: Short and Long Essays

All Essay ShortEssay Long Essay

System ROUGE-1 ROUGE-1 ROUGE-1
Mean Mean Mean

(A) Baseline 0.063 0.032 0.202

(E) Baseline 0.128 0.114 0.190

+LNMT +WS + ET

are attributed to the accurate named entities of the knowledge re-
sources and the similarity measurement in the sentence scoring
process.

4.1 Comparison of the Short and Long Essays

Table 4 shows the comparison of the short and long essay ROUGE-
1 means. It clearly indicates that the performance improvement of
the proposed methods, compared with the baseline comes from
short essay.

The short essay ROUGE-1 means of both proposed methods are
almost half or less than those of long essays. One of the reasons of
this gap between short and long essay ROUGE mean can be attrib-
uted to the short essay question answering scheme. As described
in the section 1, the answer of the short essay question often con-
tains factoid answers as a part of the essay (i.e. “In 30 English
words or less, indicate the name of this Merovingian dynasty king
and explain what kind of religion he converted to.”). Since the QA
systems studied in this paper generate essays by BoW search based
on the question, the answer of the factoid part is often unsolved. In
addition, from the aspect of the probability, getting ROUGE-1 score
in a long essay is easier than short essay. Generally long essay con-
tains 5-10 sentences, and if one of them matches to the part of the
gold standard, the system answer can get non-zero score. How-
ever, in short essays, the answer usually have only one sentence.
Therefore, long essay answer has approx. 5-10 times larger chance
to get positive ROUGE score than short essay.



5 CONCLUSIONS

In this paper, the methodology and its evaluation results for es-
say question answering for a narrow domain by utilizing linked
open data was discussed. The proposed method translates nar-
row domain knowledge resources (Japanese world history text-
books) by utilizing Wikidata. The evaluation result indicated that
the proposed method showed better performance compared with
the baseline method [10] and the previous research [4]. The result
of the proposed system was almost equivalent to the well designed
Wikipedia based system [8].

The result of this paper concludes that 1) simple neural trans-
lation of knowledge resource does not work for domain specific
cross-lingual question answering, 2) linked open data is effective
to find correct translation for difficult terms in machine translation
process, and 3) adding source language open knowledge resource
would help even if its content is not equivalent with the target
knowledge resources.

A LINKED OPEN DATA ASSISTED MACHINE
TRANSLATION EXAMPLE

At first, we extract text from Japanese world history textbooks as
follows:

AFXYATHARLDDFSHEZE (FIFK) ONE
WZRLUT, 1F)AEH S Y RHiZ LR Wiz
LBFHWBBWORLLRoTWE, £ZT, 1
SHEFKNS, 1FY AEA Y RTTAVDHEFR
il Z2iRe, ERIZLZMIFEOBEME 7~V 2 HE
WZFEHITAZ I2&>T, ZOTHEWNIZHTES
U7z, 18394, 7AVEREB X X, Mk
IROMHIIRAFGERE & UTIEMIZIREZ N, 7
ANV BEGRE ORI B 725 72, IHIZANERG AL
HLEOTAVERIRUTCENRZRERELEZ, TAVEHE
NI I NI KFEL, 1 XV AEBETIZS
Ty RARYSIZED “BT REWS” &\ D B
WZH o720y, 9TEATHAFERELEZ, XY R
HIINEOEMTHEERELZ PR st kL, 1
8 4 2EEH L RGN EEAL, 1 ¥ A2
DE, 184 4MIzT7 AN (BESEWN) 75
VA (SN BRMARZNEREO, BEicEk
WomRLBIT2EE 57, UL, EHEEM (h
M) 1TH O HEAROHR LB LREZZ0D
SHIHAZNE, TEMAD A F Y ZADAIRIZH LT
MG EEBZTNEIERT 57084 OEERE2 FHA
XRBE oz,

Then, the bilingual world history term corpus is applied to the
text:

United Kingdom TAk L2231} % China 2% (FLF)
DIHEIZHR U T, EastIndia Company i% L 72\WMZER
2L BTHNPBNOR R o> TWz, I T,
1 81tt#lAK 5, United Kingdom & India TT N>V
DEHFEHIZEIRD, I L BMFEORMINE 7~V E
China IZ5EH19 5 Z L2k o T, HKDOKILWIZH T
o5& Ul7, 18394, TAVlEEREB I X,
EEEEIRD Lin Zexu %* Imperial Commissioner & L
T Guangzhou IZIRIE I 41, 7~ i E D gt

2B =0Tz, WIFSNEEADR D DT AV EEIL T
TNEPERELU 2, TAVEBENE IR KFE
L, United Kingdom %42 Tl Gladstone 512 & %
CANTAREMS L VWI RNIZH o ThY, 9FEAET
W4 % € U 7z, British Armed Forces (&iRF D
HTHERERZPID NS EL, 184 24 FHHE
Treaty of Nanjing % #&A,7Z, United Kingdom (222
&, 1 8 4 4 1T United States of America (Treaty
of Wanghia ) & France (Treaty of Whampoa )
AR RN EZREC, B ENORE2ET 2 %
-7z, LML, Sinocentrism (Sinocentrism ) IZ%
EDOKHENR DN E B D Z DRI,
Guangzhou ~\® British people O AJRIZ X L THiL S5
HEPENEEGT 204 OFEBEEFESE
5 eElotz,
Finally, machine translation (in this paper, we used Microsoft
Bing Translator) is applied:

The East India Company was gradually unable to keep
up with silver payments for the consumption of a
growing China tea (tea) in United Kingdom. So, since
the end of the eighteenth century, United Kingdom
began to pay for tea by starting with the monop-
oly system of opium in India and by selling opium
to China. In 1839, the prohibition of opium Sag, Lin
Zexu was dispatched to Guangzhou as Imperial Com-
missioner to solve the problem of opium smuggling.
He confiscated the opium of the foreign merchant
and disposed of it. The opium trade merchant rallied
strongly against this, and the United Kingdom Con-
gress was opposed to the "shameful war" by Glad-
stone, but the war was decided by nine votes. British
armed Forces north while veils the Qing army in var-
ious parts of the coast, and tied the Senyi morning and
Treaty of Nanjing in 1842. United Kingdom, United
States of America (Treaty of Wanghia) and France
(Treaty of Whampoa) signed a similar treaty to the
Qing Dynasty in 1844 to fully implement the Treaty.
However, this treaty diplomacy which differs from
the style of tribute diplomacy based on Sinocentrism
(Sinocentrism) has caused a lot of friction that local
bureaucrats refuse it for the entry of British people
to Guangzhou.

In this machine translated text, there are three translation er-
rors. “China tea,” “United Kingdom Congress” and “Senyi mornig”
should be “Chinese tea” “British Parliament” and “Qing Dynasty,’
respectively.

However, if we use machine translation only, there are six mis-
translations; “the zexu,” “Minister of the Qin,” “Senyi morning,’

“the Treaty,” “Huang Tai Treaty,” and “Chinese thought,” as follows:

The British East India Company was gradually un-
able to keep up with silver payments for consump-
tion of growing Chinese tea. So, since the end of the
eighteenth century, the British tried to pay for the tea
by starting the monopoly system of opium in India,
increasing the financial resources and selling opium
to China. In 1839, the prohibition of opium-sag, and



the zexu of the Forbidden faction was dispatched to
Guangzhou as Minister of the Qin, and the settlement
of the opium smuggling problem was resolved. He
confiscated the opium of the foreign merchant and
disposed of'it. The opium trade merchant rallied strongly
against this, and the British Parliament was opposed
to the * shameful war ’ by the Gladstone, but the war
was decided by nine votes. The British Army veils the
Qing army in various parts of the coast, and it tied the
Nanjing Treaty with Senyi morning in 1842. In 1844,
the United States (the Treaty) and France (Huang Tai
Treaty) signed a similar treaty to the United King-
dom, and the Qing Dynasty concluded the full imple-
mentation of the Treaty. However, this treaty diplo-
macy, which differs from the style of tribute diplo-
macy based on Chinese thought, has caused a lot of
friction, such as local bureaucrats refusing to enter
the British into Guangzhou.

Compared with the linked open data assisted translated text,
the mistranslations in this text are serious. For example, the name
of treaty or person name are vanished or wrong. Since the names
of treaty, person, dynasty, and so on often appear as the required
keywords in answer or the important keywords for document re-
trieval in the question, losing this kind of terms can cause a serious
problem.
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